Pattern segmentation based on PoolNet and boundary connectivity
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Abstract. Traditional image segmentation algorithms need to design features manually. Therefore, based on the advantage of PoolNet in object detection, this paper proposes a clothing pattern segmentation algorithm combining PoolNet detection and boundary connectivity. This algorithm has more fine edges than traditional segmentation. Especially in the case of similar background before and after, we can get more complete pattern elements, and have better results in segmentation accuracy.

1 Introduction

Traditional image segmentation algorithms have reached a bottleneck in image processing. Because of its dependence on the characteristics of manual design and higher mathematical ability requirements, the research[1-3] process has many limitations. In order to break through the original image data in precision, accuracy, recall and other aspects of the calculation results, researchers developed a series of model structures combined with the depth learning theory. The strong representation ability of the depth model structure makes the extracted image features have stronger generalization performance than the manually set ones[4], and have been applied in many fields such as image, voice and text. It is mainly to use depth learning to accurately locate patterns on the acquisition of deep semantics, as well as to accurately extract the edges of local significance, so as to make the edges of acquired patterns complete. The algorithm flow is as follows: 1) Input the pattern image of any size into the pre trained PoolNet model to obtain the global saliency map. There are some background information and virtualization problems in the saliency map, which affect the accurate extraction of patterns; 2) The background probability is obtained by using the super pixel background prior algorithm, the background information is suppressed and the target area is refined to obtain the local saliency image; 3) The obtained saliency map is weighted and fused to obtain highlighted saliency map; 4) Adaptive threshold segmentation transforms saliency image into binary image; 5) Morphological processing eliminates some background information in black and white images; 6) The
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2 Significance test

Traditional image segmentation algorithms capture local information and global context information separately through manually designed features and strict algorithm design. For example, threshold segmentation, super pixel, etc. mostly focus on the underlying information of the image, unable to capture high-level semantic information, and perform poorly for some images with complex background textures. CNNs can automatically learn features from large-scale datasets. Because of the smaller receptive field and overlapping area, shallow convolution can extract more fine-grained information and retain image details. Deep semantic knowledge can obtain more accurate location information of image object. However, when high-level semantic information is transmitted to a shallow level, the location information captured at a deeper level will be diluted. PoolNet[5] improved on the basis of CNN, applied simple pooling, and introduced GGM (global guidance module) and FAM (feature aggregation module) on the architecture of FPN, so as to generate detailed saliency mapping and further sharpen the details of the target object. Since the U-shaped structure of the model can still achieve better results when there are few training sets, this paper uses the pre trained PoolNet to generate the global saliency map. See Fig. 1 for the model structure.

Fig. 1. PoolNet work structure.

The backbone network of the model is VGGNet[6]. The last full connection layer is removed and all convolutional blocks are retained. For images with \(H \times W\), downsampling is performed according to decreasing spatial resolution, and the feature map of layer \(i\) is

\[
\frac{w}{2^i} \times \frac{w}{2^i} \times C_i
\]  

(1)

Because the first layer convolution block can not extract useful information, it is easy to cause information redundancy, which greatly increases the computing cost. Therefore, only the features of conv2, conv3, conv4, and conv5 are used, and these features are marked as \( \{C_i | i=2,3,4,5\} \). In order to improve the prediction of the object boundary, combined with edge detection training, the number of channels is compressed by \(3 \times 3\) and \(1 \times 1\) convolution layers in the top-down transmission process. By applying saliency detection and edge detection respectively, saliency features \( \{S_i | i=2,3,4,5\} \) and edge features \( \{D_i | i=1,2,3\} \) are
obtained. Compress them to 48 channels and send them to the decoder network to obtain the saliency map.

In the network training process, the batch size is fixed to 1, so that images of different scales can be input. Therefore, the iter size parameter is equivalent to the batch size, and the parameter is set to 64. The amount of training data is increased by means of data enhancement. The model is micro tuned on the basis of the ResNet50[7] pre-training model. Through the control variable analysis and comparison with the optimizer SGD, the training under Adam has a better weight result. Adjust the input size of epoch to obtain the optimal solution in the whole model training process and obtain the pattern saliency map.

Fig. 2. Significance test results.

The deep learning saliency detection algorithm adopts an end-to-end approach. Because only features are extracted from RGB images, the information contained is limited. When the foreground and background are similar in color and texture, and the background is complex, there are problems such as difficult background suppression, incomplete saliency map, and blurry edges, as shown in Fig. 2. Therefore, this paper uses a background prior method to fill and refine the target area.

3 Boundary connectivity

Because local features contain rich edge details of the image, it is unreasonable to completely discard this part of information in image segmentation, which will also lead to rough segmentation results. At present, most of them judge the background prior information of the region according to the correlation between the image region and the edge. Simply viewing all the edges as the background is easy to introduce foreground noise. The edge connectivity in the image is used to improve the robustness of the background prior. Boundary connectivity refers to the ratio of the perimeter of an area to the length of the entire image boundary, that is, the spatial layout of the image area is characterized by the image boundary[8]. Usually, there are few areas connected with the image edge, and the correlation between the area boundaries is small, then the significance value of the area is high, and the corresponding background probability is low. The formula for the connection tightness between region $R$ and image boundary is as follows:

$$\text{BndCon}(R) = \frac{\text{Len}_{\text{bnd}}(P)}{\sqrt{\text{Area}(P)}}$$  \hspace{1cm} (2)

where, $p$ represents any super pixel in the image, $Bnd$ is the collection of image boundary blocks, $\text{Len}$ is the length associated with the area and image boundary, and $\sqrt{\text{Area}(p)}$ is the area of the entire super pixel area. The formula is:

$$\text{Len}_{\text{bnd}}(p) = \sum_{i=1}^{N} S(p, p_i) \cdot \delta(p_i \in Bnd)$$  \hspace{1cm} (3)

$$\text{Area}(p) = \sum_{i=1}^{N} \exp(-\frac{d_{\text{geo}}^2(p, p_i)}{2\delta^2_{\text{clr}}}) = \sum_{i=1}^{N} S(p, p_i)$$  \hspace{1cm} (4)
$D_{geo}(p,p_i)$ represents the geodesic distance between any two hyperpixels. The experimental setting $\delta_{clr}=10$, when $p_i \in \text{Bnd}$, $\delta(.)=1$, otherwise, it is 0. According to the background contrast weight of the super pixel, the background probability $w_{bg}$ is introduced as the connectivity mapping of the super pixel $p$ boundary, which hovers between (0,1). The formula is as follows:

$$w_i^{bg} = 1 - \exp\left(-\frac{BndCon^2(p_i)}{2\delta_{bndCon}^2}\right)$$

Generally, it is set $\delta_{bndCon}=1$ according to experience. When $\delta_{bndCon} \in [0.5,2.5]$, the background weighted contrast is defined as:

$$w_{Ctr}(p) = \sum_{i=1}^{N} d_{app}(p,p_i)w_{spa}(p,p_i)w_i^{bg}$$

$d_{app}(p,p_i)$ is the super pixel center distance, $w_{spa}(p,p_i)$ is the spatial distance weight. When the background probability of the target area is high, the contrast is enhanced, then vice versa.

## 4 Significant fusion

The PoolNet model produces a salient map that more fully highlights the target area in the image, while the background probability map obtained by boundary connectivity tends to be local to the image. Based on the global and local characteristics of the obtained salient map, the optimized salient map $S_f$ is obtained by using the weighted fusion method. The formula is as follows:

$$S_f = L_1(S_1,S_2)$$

Highlighted salient maps are obtained by linear fusion and binarized. Binary maps to an overall black and white image, visually highlighting the relationship between the part and the whole. The binarization of the saliency map not only highlights the edge structure of the target area, but also results in a small amount of data in subsequent image processing. At the same time, holes appear in the area of interest in the generated binary image. In subsequent processing, the image details of the internal area are not well presented. The binary image is filled with a hole filling algorithm in morphological processing. The basic idea of morphology is to use structural elements to measure or extract target shapes or features. Holes are background areas surrounded by foreground pixel borders and can be filled with a closed operation. Expansion increases the white highlight area before corrosion removes small non-critical areas, but a kernel size needs to be set. Therefore, by constructing an array $X_0$ with an element of 0, the pixel value of the corresponding hole is 1, and the iterative process is used to fill all holes:

$$X_k = (X_{k-1} \oplus B) \cap I^c, k=1,2,3...$$

$X_k$ is the Marker image, $X_{k-1}$ is the Mask image, which is used to constrain the expansion result, that is, Mask $\supseteq$ Masker, and B is the structural unit SE, which is used to define connectivity.
5 Experiment and analysis

To verify the accuracy of this algorithm, we compared it with other significance detection algorithms using data sets including Berkeley, DUTS, MSRA-B and the collected images related to garment patterns. The effectiveness and robustness of the algorithm are evaluated through analysis from both subjective and objective aspects. This section from the Recall rate, Precision, F-measure and aveMAE evaluation indicators to analyze and compare segmentation performance. The experimental environment is configured for 64-bit Windows with CPU: Intel Core i5-6500 and RAM: 8G.

![Comparison of saliency maps of different algorithms.](https://doi.org/10.1051/shsconf/202316601069SHSWebofConferences166,01069(2023)EIMM2022)

The significant image effects listed in Fig.3. include FT[9], LC[10], HC[11], RC[11] all with background pixels, so it is not possible to get a more focused target. MR[12] has a better signature when it is a single target and it is inside the image. Background contrast weighted probability maps have the problems of incomplete salient maps and background virtualization for multiple targets with similar background before and after. The images obtained by PoolNet were the most significant in all experiments, but some edge information was ignored, such as dandelions in the second-to-last row of the graph. Obtaining the optimized salient map by using the linear fusion strategy effectively suppresses the corresponding background information and improves at the edge of the target..

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Berkeley</th>
<th>DUTS</th>
<th>MSRA-B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F-measure</td>
</tr>
<tr>
<td>FT</td>
<td>0.275</td>
<td>0.224</td>
<td>0.141</td>
</tr>
<tr>
<td>HC</td>
<td>0.284</td>
<td>0.590</td>
<td>0.204</td>
</tr>
<tr>
<td>LC</td>
<td>0.265</td>
<td>0.157</td>
<td>0.100</td>
</tr>
<tr>
<td>RC</td>
<td>0.319</td>
<td>0.651</td>
<td>0.290</td>
</tr>
<tr>
<td>MR</td>
<td>0.917</td>
<td>0.413</td>
<td>0.712</td>
</tr>
<tr>
<td>wCtr</td>
<td>0.983</td>
<td>0.572</td>
<td>0.657</td>
</tr>
<tr>
<td>Poolnet</td>
<td>0.958</td>
<td>0.897</td>
<td>0.936</td>
</tr>
<tr>
<td>Ours</td>
<td>0.972</td>
<td>0.777</td>
<td>0.846</td>
</tr>
</tbody>
</table>
It can be seen from Table 1 that background probability significance images have higher accuracy because they calculate the regional distribution according to the boundary, while PoolNet network model has better global positioning of images according to high-level semantic information, so the recall rate is higher. On the other hand, due to the difference in the correlation between model training data sets and prediction samples, general data sets with similar types will have higher target positioning accuracy; The optimized saliency map combines the advantages of the two aspects to obtain a better result. It is applied to the clothing data set for training analysis to verify the effectiveness of this method.

![Source GT wCtr Poolnet Ours Result](https://doi.org/10.1051/shsconf/202316601069)

**Fig. 4.** Comparison of segmentation results on pattern dataset.

Fig. 4 shows the comparison of experimental results of different algorithms on the pattern dataset. It can be seen from the figure that the background robustness algorithm is relatively ineffective in preserving the integrity of significant targets, and the segmentation results in the fourth and sixth rows of images have more defects. Because PoolNet is an end-to-end training, the segmentation area obtained is relatively complete, but there is also a phenomenon of missing parts, such as the missing of flowers in the second picture. Compared with the first two algorithms, the algorithm proposed in this paper can maintain high segmentation integrity without manual labeling, while maintaining good edges. This shows that the method in this paper has certain competitiveness for a large number of multi-scale images with complex structures, and improves the performance of the model over other types when the background and target areas are similar. It can be seen from the data in Table 2 that the positioning accuracy of the algorithm for patterns has been improved, and the model performance has been greatly improved compared with other algorithms.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>aveMAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>wCtr</td>
<td>0.948</td>
<td>0.734</td>
<td>0.885</td>
<td>0.095</td>
</tr>
<tr>
<td>PoolNet</td>
<td>0.870</td>
<td>0.784</td>
<td>0.845</td>
<td>0.105</td>
</tr>
<tr>
<td>Ours</td>
<td>0.934</td>
<td>0.847</td>
<td>0.910</td>
<td>0.066</td>
</tr>
</tbody>
</table>

6 Conclusion

Based on the edge connectivity of the image and the advantages of PoolNet in significant segmentation, the effective extraction of garment patterns is achieved. Because both global and local significance of the image are considered, the algorithm presented in this paper is more universal. The experiment is carried out from various angles, and the accuracy, recall rate, F value and MAE value are compared. The algorithm improves to some extent in obtaining the target image and improves the robustness.
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